1 Stochastic Differential Equations

In this chapter, we consider general multidimensional SDEs of the form (1.1)
given below.

In Section 1.1, we give the standard definitions of various types of the
existence and the uniqueness of solutions as well as some general theorems
that show the relationship between various properties.

Section 1.2 contains some classical sufficient conditions for various types
of existence and uniqueness.

In Section 1.3, we present several important examples that illustrate var-
ious combinations of the existence and the uniqueness of solutions. Most of
these examples (but not all) are well known. We also find all the possible
combinations of existence and uniqueness.

Section 1.4 includes the definition of a martingale problem. We also recall
the relationship between the martingale problems and the SDEs.

In Section 1.5, we define a solution up to a random time.

1.1 General Definitions

Here we will consider a general type of SDEs, i.e., multidimensional SDEs
with coefficients that depend on the past. These are the equations of the form

dX} =by(X)dt +> of (X)dBl, Xo=mz0 (i=1,...,n), (1.1)
j=1

where n € N, m € N, g € R”, and
b: C(R+,Rn) X R+ d Rn,
o:C(R4,R") x Ry — R™™

are predictable functionals. (The definition of a predictable process can be
found, for example, in [27, Ch. I, §2 a] or [38, Ch. IV, § 5].)

Remark. We fix a starting point xg together with b and ¢. In our terminology,
SDEs with the same b and ¢ and with different starting points are different
SDEs.
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6 1 Stochastic Differential Equations

Definition 1.1. (i) A solution of (1.1) is a pair (Z, B) of adapted processes
on a filtered probability space (€2, G, (G¢)¢>0, Q) such that

(a) B is a m-dimensional (G;)-Brownian motion, i.e., B is a m-dimensional
Brownian motion started at zero and is a (G;, Q)-martingale;

(b) for any t > 0,

/ot (Zj; Kl ii("?(z)f)ds <00 Qas;

i=1 j=1

(¢c) forany t >0,i=1,...,n,
Zl = b+ / bi(Z)ds + ) / 0c9(Z)dB! Q-a.s.
0 =170

(ii) There is weak existence for (1.1) if there exists a solution of (1.1) on
some filtered probability space.

Definition 1.2. (i) A solution (Z, B) is called a strong solution if Z is (.TtB)—
adapted, where .TtB is the o-field generated by o(Bs; s < t) and by the subsets
of the Q-null sets from o(Bs; s > 0).

(ii) There is strong existence for (1.1) if there exists a strong solution
of (1.1) on some filtered probability space.

Remark. Solutions in the sense of Definition 1.1 are sometimes called weak
solutions. Here we call them simply solutions. However, the existence of a
solution is denoted by the term weak ezistence in order to stress the difference
between weak existence and strong existence (i.e., the existence of a strong
solution).

Definition 1.3. There is uniqueness in law for (1.1) if for any solutions
(Z,B) and (Z,B) (that may be defined on different filtered probability
spaces), one has Law(Z;; t > 0) = Law(Z; t > 0).

Definition 1.4. There is pathwise uniqueness for (1.1) if for any solutions
(Z,B) and (Z, B) (that are defined on the same filtered probability space),
one has Q{vt >0, Z, = Z;} = 1.

Remark. If there exists no solution of (1.1), then there are both uniqueness
in law and pathwise uniqueness.

The following 4 statements clarify the relationship between various prop-
erties.

Proposition 1.5. Let (Z, B) be a strong solution of (1.1).
(i) There exists a measurable map
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v (C(R+,Rm),8) — (C’(R.,_,Rn),B)

(here B denotes the Borel o-field) such that the process W(B) is (?f) -adapted
and Z = V(B) Q-a.s.

(ii) If B is a m-dimensional (F;)-Brownian motion on a filtered proba-
bility space ((NZ,_C?, (Gy), (5) and Z = W(B), then (Z,B) is a strong solution
of (1.1).

For the proof, see, for example, [5].

Now we state a well known result of Yamada and Watanabe.

Proposition 1.6 (Yamada, Watanabe). Suppose that pathwise unique-
ness holds for (1.1).

(i) Uniqueness in law holds for (1.1);

(ii) There exists a measurable map

¥ (C(Ry,R™),B) — (C(R4,R™), B)

such that the process ¥(B) is (.Tf)-adapted and, for any solution (Z,B)
of (1.1), we have Z = ¥(B) Q-a.s.

For the proof, see [48] or [38, Ch. IX, Th. 1.7].

The following result complements the theorem of Yamada and Watanabe.

Proposition 1.7. Suppose that uniqueness in law holds for (1.1) and there
exists a strong solution. Then pathwise uniqueness holds for (1.1).

This theorem was proved by Engelbert [10] under some additional assump-
tions. It was proved with no additional assumptions by Cherny [7].

The crucial fact needed to prove Proposition 1.7 is the following result. It
shows that uniqueness in law implies a seemingly stronger property.

Proposition 1.8. Suppose that uniqueness in law holds for (1.1). Then, for
any solutions (Z,B) and (Z,B) (that may be defined on different filtered
probability spaces), one has Law(Z;, By; t > 0) = Law(Zy, By; t > 0).

For the proof, see [7].

The situation with solutions of SDEs can now be described as follows.

It may happen that there exists no solution of (1.1) on any filtered prob-
ability space (see Examples 1.16, 1.17).

It may also happen that on some filtered probability space there exists a
solution (or there are even several solutions with the same Brownian motion),
while on some other filtered probability space with a Brownian motion there
exists no solution (see Examples 1.18, 1.19, 1.20, and 1.24).
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Fig. 1.1. The relationship between various types of existence and uniqueness. The
top diagrams show obvious implications and the implications given by the Yamada—
Watanabe theorem. The centre diagram shows an obvious implication and the im-
plication given by Proposition 1.7. The bottom diagram illustrates the Yamada—
Watanabe theorem and Proposition 1.7 in terms of the “best possible situation”.
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If there exists a strong solution of (1.1) on some filtered probability space,
then there exists a strong solution on any other filtered probability space
with a Brownian motion (see Proposition 1.5). However, it may happen in
this case that there are several solutions with the same Brownian motion (see
Examples 1.21-1.23).

If pathwise uniqueness holds for (1.1) and there exists a solution on some
filtered probability space, then on any other filtered probability space with a
Brownian motion there exists exactly one solution, and this solution is strong
(see the Yamada—Watanabe theorem). This is the best possible situation.

Thus, the Yamada—-Watanabe theorem shows that pathwise uniqueness
together with weak existence guarantee that the situation is the best possible.
Proposition 1.7 shows that uniqueness in law together with strong existence
guarantee that the situation is the best possible.

1.2 Sufficient Conditions for Existence and Uniqueness

The statements given in this section are related to SDEs, for which b:(X) =
b(t, X:) and 04(X) = o(t, X¢), where b: Ry x R” - R" and 0 : R; x R" —
R™ ™ are measurable functions.

We begin with sufficient conditions for strong existence and pathwise
uniqueness. The first result of this type was obtained by It6.

Proposition 1.9 (It6). Suppose that, for a SDE

dX} =b(t, Xe)dt + > o (t,X,)dB], Xo=m (i=1,...,n),

j=1
there exists a constant C > 0 such that

16(t,2) = bt y)|| + llo(t,2) —o(t,y)| < Cllz —yll, =0, z,y € R,
1ot 2)[| + llo(t, )| < C( +[|2l)), ¢ >0, z € R,

where

n

1/2
ool = (' ea?)

n m

ool = (3 Z<aij<t,x>>2)l/2.

i=1 j=1
Then strong existence and pathwise uniqueness hold.

For the proof, see [25], [29, Ch. 5, Th. 2.9], or [36, Th. 5.2.1].
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Proposition 1.10 (Zvonkin). Suppose that, for a one-dimensional SDE
dXt = b(t,Xt)dt—FO'(t,Xt)dBt, XO = X,

the coefficient b is measurable and bounded, the coefficient o is continuous
and bounded, and there exist constants C' > 0, € > 0 such that

o(t,z) —o(t,y)| <CV]r—yl, t20, 7,y eR,

lo(t,z)] >e, t>0,z€eR.
Then strong existence and pathwise uniqueness hold.

For the proof, see [49].

For homogeneous SDEs, there exists a stronger result.

Proposition 1.11 (Engelbert, Schmidt). Suppose that, for a one-
dimensional SDE

dXt = b(Xt)dt + O'(Xt)dBt, XO = X,

o # 0 at each point, b/c* € Ll (R), and there exists a constant C > 0 such
that

‘O'(LL')— ( )| Cv|$—y|, $7y€R>
b(z) + |o(z)| < C(A + |z]), zeR
Then strong existence and pathwise uniqueness hold.

For the proof, see [15, Th. 5.53].

The following proposition guarantees only pathwise uniqueness. Its main
difference from Proposition 1.10 is that the diffusion coefficient here need not
be bounded away from zero.

Proposition 1.12 (Yamada, Watanabe). Suppose that, for a one-
dimensional SDE

dXt = b(t,Xt)dt + O'(t,Xt)dBt, XO = 2o,

there exist a constant C > 0 and a strictly increasing function h : Ry — R4
with fO (x)dx = 400 such that

[b(t,2) = b(t,y)| < Clz —yl, t>0, 2,y €R,
lo(t,z) —o(t,y)| < h(lz—yl), t>0, z,y eR.

Then pathwise uniqueness holds.



1.2 Sufficient Conditions for Existence and Uniqueness 11
For the proof, see [29, Ch. 5, Prop. 2.13], [38, Ch. IX, Th. 3.5, or [39, Ch. V,
Th. 40.1].

We now turn to results related to weak existence and uniqueness in law.
The first of these results guarantees only weak existence; it is almost covered
by further results, but not completely. Namely, here the diffusion matrix o
need not be elliptic (it might even be not a square matrix).

Proposition 1.13 (Skorokhod). Suppose that, for a SDE

dX} =b'(t, Xo)dt + > o (t,X,)dB!, Xj=af (i=1,...,n),

j=1

the coefficients b and o are continuous and bounded. Then weak existence
holds.

For the proof, see [42] or [39, Ch. V, Th. 23.5].

Remark. The conditions of Proposition 1.13 guarantee neither strong exis-
tence (see Example 1.19) nor uniqueness in law (see Example 1.22).

In the next result, the conditions on b and o are essentially relaxed as
compared with the previous proposition.

Proposition 1.14 (Stroock, Varadhan). Suppose that, for a SDE

dX] =bi(t, X)dt + > 0" (t, X,)dB], Xo=z9 (i=1,...,n),

j=1

the coefficient b is measurable and bounded, the coefficient o is continuous
and bounded, and, for any t > 0, x € R™, there exists a constant e(t,x) > 0
such that

lo(t, 2)A|| > e(t, )| Al], Xe€R™

Then weak existence and uniqueness in law hold.
For the proof, see [44, Th. 4.2, 5.6].

In the next result, the diffusion coefficient ¢ need not be continuous.
However, the statement deals with homogeneous SDEs only.

Proposition 1.15 (Krylov). Suppose that, for a SDE
dX} =b(Xy)dt + > 0¥ (X)dB], Xo=mz0 (i=1,...,n),
j=1

the coefficient b is measurable and bounded, the coefficient o is measurable
and bounded, and there exist a constant € > 0 such that

lo(@)A]| > ellA]], zeR™ XeR™

Then weak existence holds. If moreover n < 2, then uniqueness in law holds.
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For the proof, see [32].

Remark. In the case n > 2, the conditions of Proposition 1.15 do not guar-
antee uniqueness in law (see Example 1.24).

1.3 Ten Important Examples

In the examples given below, we will use the characteristic diagrams
[ [ ] ] ] toillustrate the statement of each example. The first square in the
diagram corresponds to weak existence; the second — to strong existence; the
third — to uniqueness in law; the fourth — to pathwise uniqueness. Thus, the
statement “for the SDE ..., we have [+]—[+]—]” should be read as follows:
“for the SDE ..., there exists a solution, there exists no strong solution,
uniqueness in law holds, and pathwise uniqueness does not hold”.
We begin with examples of SDEs with no solution.

Example 1.16 (no solution). For the SDE

dX; = —sgn X;dt, Xo=0, (1.2)
where
1 if >0
s = ’ 1.3
SH e {—1 if 2 <0, (13)

we have [=]—=]+][+].

Proof. Suppose that there exists a solution (Z, B). Then almost all paths
of Z satisfy the integral equation

ft) = _/0 sgn f(s)ds, t>0. (1.4)

Let f be a solution of this equation. Assume that there exist a > 0, t > 0
such that f(t) =a. Set v =1inf{t > 0: f(t) = a}, u =sup{t < wv: f(t) = 0}.
Using (1.4), we get a = f(v) — f(u) = —(v — u). The obtained contradiction
shows that f < 0. In a similar way we prove that f > 0. Thus, f = 0, but
then it is not a solution of (1.4). As a result, (1.4), and hence, (1.2), has no
solution. O

The next example is a SDE with the same characteristic diagram and
with o = 1.

Example 1.17 (no solution). For the SDE

1
Xy = 5 I(Xy # 0)dt + By, Xp =0, (1.5)
t

we have [—[—[+]+]-
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Proof. Suppose that (Z, B) is a solution of (1.5). Then

t

1

Zt:_/ —[(Z, £ 0)ds+ B, t>0.
0 2ZS

By Ito’s formula,

t t

1

7 = —/ 27,—1(Z; # 0)ds +/ 27.dBs +t
0 27, 0

t t
:/ 1(23:0)d5+/ 27,dB,, t> 0.
0 0

The process Z is a continuous semimartingale with (Z); = ¢. Hence, by the
occupation times formula,

t
/I(Zs:0)ds:/1(x:O)Lf(Z)dx:O, t>0,
0 R

where L¥(Z) denotes the local time of the process Z (see Definition A.2). As a
result, Z2 is a positive local martingale, and consequently, a supermartingale.
Since Z2 > 0 and Z2 = 0, we conclude that Z? = 0 a.s. But then (Z, B) is
not a solution of (1.5). O

Now we turn to the examples of SDEs that possess a solution, but no
strong solution.

Example 1.18 (no strong solution; Tanaka). For the SDE
dXt = SantdBt, XO =0 (16)

(for the precise definition of sgn, see (1.3)), we have [+[-[+]-].
Proof. Let W be a Brownian motion on (2, G, Q). We set

t
Zt:Wt, Bt:/ sgnWdeS, tZO
0

and take G, = F}V. Obviously, (Z, B) is a solution of (1.6) on (22,3, (G:),Q).

If (Z, B) is a solution of (1.6) on a filtered probability space (Q, G, (G, Q)7
then Z is a continuous (G;, Q)-local martingale with (Z),; = t. It follows from
P. Lévy’s characterization theorem that Z is a Brownian motion. This implies

uniqueness in law.
If (Z, B) is a solution of (1.6), then

¢
B; = / sgn Z,dZs, t>0.
0
This implies that F? = Ftlz‘ (see [38, Ch. VI, Cor. 2.2]). Hence, there exists
no strong solution.
If (Z, B) is a solution of (1.6), then (—Z, B) is also a solution. Thus, there
is no pathwise uniqueness. g
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The next example is a SDE with the same characteristic diagram, b = 0,
and a continuous o.

Example 1.19 (no strong solution; Barlow). There exists a continuous
bounded function o : R — (0,00) such that, for the SDE

dXt = (')'()(t)dBt7 Xo = Zo,

we have [+][=[+]—].

For the proof, see [2].

The next example is a SDE with the same characteristic diagram and
with ¢ = 1. The drift coefficient in this example depends on the past.

Example 1.20 (no strong solution; Tsirelson). There exists a bounded
predictable functional b : C(Ry) x Ry — R such that, for the SDE

dX, = b,(X)dt + dB,, Xo = o,
we have [+]=[+]-].
For the proof, see [46], [23, Ch. IV, Ex. 4.1], or [38, Ch. IX, Prop. 3.6].

Remark. Let B be a Brownian motion on (©2,G,Q). Set G; = FP. Then
the SDEs of Examples 1.18-1.20 have no solution on (Q, g, (Gy), Q) with the
Brownian motion B. Indeed, if (Z, B) is a solution, then Z is (G;)-adapted,
which means that (Z, B) is a strong solution.

We now turn to examples of SDEs, for which there is no uniqueness in
law.

Example 1.21 (no uniqueness in law). For the SDE
dX, = I(X; £ 0)dB;, X =0, (1.7)
we have [+]+]—]-].

Proof. Tt is sufficient to note that (B, B) and (0, B) are solutions of (1.7) on
(2,6,(G:),Q) whenever B is a (G;)-Brownian motion. a

Remark. Let B be a Brownian motion on (Q,G,Q) and 7 be a random vari-
able that is independent of B with P{n =1} = P{n = —1} = 1/2. Consider

_ JBi(w) if p(w) =1,
Ziw) = {O if n(w)=-1

and take G, = 7. Then (Z, B) is a solution of (1.7) on (2,6, (G;),Q) that
is not strong. Indeed, for each t > 0, 7 is not ?f—measurable. Since the sets
{n = —1} and {Z; = 0} are indistinguishable, Z; is not ?f -measurable.
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The next example is a SDE with the same characteristic diagram, b = 0,
and a continuous o.

Example 1.22 (no uniqueness in law; Girsanov). Let 0 < a < 1/2.
Then, for the SDE
dX; = |X;|*dB;, Xo =0, (1.8)

we have [+[+H-]-].

Proof. Let W be a Brownian motion started at zero on (2,G,Q) and

t
At = / |WS‘72ad8a t Z Oa
0

w=inf{s>0: A4, >t}, t>0,
Zi=W,,, 1>0.

The occupation times formula and Proposition A.6 (ii) ensure that A is a.s.
continuous and finite. It follows from Proposition A.9 that A ta—s> 0.
— 00

Hence, 7 is a.s. finite, continuous, and strictly increasing. By Proposi-
tion A.16, Z is a continuous (FY )-local martingale with (Z); = 7. Using
Proposition A.18, we can write

Tt Tt Ary
T = / ds = / |W,[**dA, = / W,
0 0 0

(We have A, =t due to the continuity of A and the property A; —>ta's' 00.)
— 00

t
2o s :/ |Zs[**ds, t>0.
0

Hence, the process

t
Bt:/ \Z,|~%dZ,, t>0
0

is a continuous (FY)-local martingale with (B); = t. According to P. Lévy’s
characterization theorem, B is a (F})-Brownian motion. Thus, (Z, B) is a
solution of (1.8).

Now, all the desired statements follow from the fact that (0, B) is another
solution of (1.8). a

The next example is a SDE with the same characteristic diagram and
with o = 1.

Example 1.23 (no uniqueness in law; SDE for a Bessel process). For

the SDE 51
dX, = G 1(Xe # 0)dt +dB;, X =0 (1.9)
t

with 6 > 1, we have [+][+[—]-].
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Proof. Tt follows from Proposition A.21 that there exists a solution (Z, B)
of (1.9) such that Z is positive. By Itd’s formula,

t t
Zf:/(é—l)I(Zs;éO)ds—FZ/ ZsdB, +1t
0 0

t t
:5t—/ (6—1)I(ZS:0)ds+2/ V1Z2dB,, t>0.
0 0

By the occupation times formula,

¢ t
/ 1(Z, = 0)ds = / [(Z, = 0)d(Z), = / Iz = 0)LF(Z)dz = 0, ¢>0.
0 0 R
Hence, the pair (Z2, B) is a solution of the SDE
dX, = 8dt + 21/]X;dB;, Xo = 0.

Propositions 1.6 and 1.12 combined together show that Z?2 is (?f )—adapted.
As Z is positive, Z is also (?f; )—adapted, which means that (Z, B) is a strong
solution.

By Proposition 1.5 (i), there exists a measurable map ¥ : C(R}) —
C(R4) such that the process ¥(B) is (?f)—adapted and Z = ¥(B) a.s. For
any t > 0, we have

\I/t(B):/O 23}%(;)[(\1!3@)7&0)$+Bt a.s.

The process B = —B is a Brownian motion. Hence, for any t > 0,

—\I!t(—B)_/O %I(-@J-B);&o)dw& a.s.

Consequently, the pair (Z,B), where Z = —U(—B), is a (strong) solution
of (1.9). Obviously, Z is positive, while Z is negative. Hence, Z and Z have
a.s. different paths and different laws. This implies that there is no uniqueness
in law and no pathwise uniqueness for (1.9). O

Remark. More information on SDE (1.9) can be found in [5]. In particular,
it is proved in [5] that this equation possesses solutions that are not strong.
Moreover, it is shown that, for the SDE

0—1
2X,

(here the starting point xq is arbitrary) with 1 < 6 < 2, we have [+][+][—[—];
for SDE (1.10) with § > 2, 29 # 0, we have . The SDE for a Bessel
process is also considered in Sections 2.2, 3.4.

dX: =

I(Xt 7é O)dt + dBt, Xo = X0 (110)
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The following rather surprising example has multidimensional nature.

Example 1.24 (no uniqueness in law; Nadirashvili). Letn > 3. There
exists a function o : R™ — R™*™ such that

Al < llo@)All < ClIAlL, - z € R, A€ R"
with some constants C > 0, ¢ > 0 and, for the SDE
dX} =Y 0"(Xy)dB], Xo=z (i=1,...,n),
j=1

we have [+] [-]-].
For the proof, see [35] or [40].

We finally present one more example. Its characteristic diagram is different
from all the diagrams that appeared so far.

Example 1.25 (no strong solution and no uniqueness). For the SDE

dX, = o(t, X;)dB;, Xo=0 (1.11)
with
sgnx ift <1,
oft,x) = :
I(zx #1)sgnz ift>1

(for the precise definition of sgn, see (1.3)), we have [+]—]—]-].

Proof. If W is a Brownian motion, then the pair
t
Zt = Wt, Bt = / SgHWSdWS, t Z 0 (112)
0

is a solution of (1.11).
Let (Z, B) be the solution given by (1.12). Set 7 = inf{t > 1: Z;, = 1},
Zy = Zipr. Then (Z, B) is another solution. Thus, there is no uniqueness in

law and no pathwise uniqueness.
If (Z, B) is a solution of (1.12), then

t
Zt:/ sgn ZsdBs, t<1.
0

The arguments used in the proof of Example 1.18 show that (Z, B) is not a
strong solution. O
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Table 1.1. Possible and impossible combinations of existence and uniqueness. As
an example, the combination “4 —+—" in line 11 corresponds to a SDE, for which
there exists a solution, there exists no strong solution, there is uniqueness in law,
and there is no pathwise uniqueness. The table shows that such a SDE is provided
by each of Examples 1.18-1.20.

e oSvone Toniaenesd Parhvice [ possiie/tmpossiie
_ — — - impossible, obviously
_ _ — + impossible, obviously
_ — + - impossible, obviously
— — + + possible, Examples 1.16,1.17
_ + — - impossible, obviously
_ 4 — + impossible, obviously
_ + + — impossible, obviously
_ 4 + + impossible, obviously
+ — — — possible, Example 1.25
+ — - + impossible, Proposition 1.6
4 — + — possible, Examples 1.18-1.20
+ — + + impossible, Proposition 1.6
+ + — — possible, Examples 1.21-1.23
+ + — + impossible, Proposition 1.6
+ + + — impossible, Proposition 1.7
+ + + + possible, obviously

Remark. The SDE
dXt = I(Xt 7é 1) SantdBt, Xo =0

is a homogeneous SDE with the same characteristic diagram as in Exam-
ple 1.25. However, it is more difficult to prove that this equation has no
strong solution.

Let us mention one of the applications of the results given above. For
SDE (1.1), each of the following properties:

weak existence,

strong existence,

uniqueness in law,

pathwise uniqueness
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may hold or may not hold. Thus, there are 16 (= 2%) feasible combinations.
Some of these combinations are impossible (for instance, if there is pathwise
uniqueness, then there must be uniqueness in law). For each of these com-
binations, Propositions 1.6, 1.7 and Examples 1.16-1.25 allow one either to
provide an example of a corresponding SDE or to prove that this combination
is impossible. It turns out that there are only 5 possible combinations (see
Table 1.1).

1.4 Martingale Problems

Let n € N, 9 € R™ and
b: C(R+,Rn) X R+ d Rn,
a:CRL,R") x Ry — R™*"”

be predictable functionals. Suppose moreover that, for any ¢ > 0 and
w € C(R4,R™), the matrix a;(w) is positively definite.

Throughout this section, X = (Xy; ¢ > 0) will denote the coordinate
process on C(Ry,R™), i.e., the process defined by

X C(R4,R") 5wr— w(t) € R™.

By (F;) we will denote the canonical filtration on C(Ry), ie., F; =
0(Xs; s <t), and F will stand for the o-field \/,~, F; = 0(Xs; s > 0). Note
that F coincides with the Borel o-field B(C(R4,R™)).

Definition 1.26. A solution of the martingale problem (x¢, b, a) is a measure
P on B(C(R4,R™)) such that

(a) P{Xo = :L‘o} = 1;

(b) for any t > 0,

t,mn n
/ (Z 6L (X)| + Za”(X))ds < oo P-as,;
0 Ni=1 i=1
(c) for any i = 1,...,n, the process
M; = X; —/ bi(X)ds, t>0 (1.13)
0

is a (Fi, P)-local martingale;
(d) for any i, =1,...,n, the process

M} M —/O a?(X)ds, t>0

is a (Fi, P)-local martingale.
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Let us now consider SDE (1.1) and set
at(w) = og(w)oy (w), t>0, we CR4,R™),

where o* denotes the transpose of the matrix o. Then the martingale problem
(z0,b,a) is called a martingale problem corresponding to SDE (1.1). The
relationship between (1.1) and this martingale problem becomes clear from
the following statement.

Theorem 1.27. (i) Let (Z,B) be a solution of (1.1). Then the measure
P = Law(Z; t > 0) is a solution of the martingale problem (xq,b,a).

(ii) Let P be a solution of the martingale problem (xzo,b,a). Then there
exist a filtered probability space (Q, G, (G, Q) and a pair of processes (Z, B)
on this space such that (Z, B) is a solution of (1.1) and Law(Zy; t > 0) = P.

Proof. (i) Conditions (a), (b) of Definition 1.26 are obviously satisfied. Let
us check condition (c). Set

t
Nt:Zt—/ b‘.;(Z)dS7 tZO
0

(We use here the vector form of notation.) For m € N, we consider the
stopping time S,,(N) = inf{t > 0 : ||N¢]| > m}. Since N is a (G, Q)-local
martingale, the stopped process N5() is a (G, Q)-martingale. Hence, for
any 0 < s < tand C € F,, we have

Eq[(NS ™) — NS [(7 € ©)] = 0.

Therefore,
Ep[(M M) — MDY [(X € C)] =0,

where M is given by (1.13) and S,,(M) = inf{¢t > 0 : | M| > m}. This
proves that M € M, (F;,P). Condition (d) of Definition 1.26 is verified in
a similar way.

(ii) (Cf. [39, Ch. V, Th. 20.1].) Let Q' = C(R,,R"), G} = F, G' = F,
Q' = P. Choose a filtered probability space (2% G?,(G?),Q?) with a m-
dimensional (G?)-Brownian motion W and set

Q=0'"x0Q% G=6'xG* G =6GxG, Q=Q' xQ%

We extend the processes b, o, a from Q' to © and the process W from 2
to € in the obvious way.

For any ¢ > 0, w € €, the matrix o;(w) corresponds to a linear operator
R™ — R™. Let ¢¢(w) be the m x m-matrix of the operator of orthogonal
projection onto (ker o4 (w))*, where ker o4 (w) denotes the kernel of o;(w); let
¥t(w) be the m x m-matrix of the operator of orthogonal projection onto
ker o4 (w). Then ¢ = (p¢; t > 0) and ¢ = (¢; t > 0) are predictable R™*™-
valued processes. For any ¢t > 0, w € ), the restriction of the operator o;(w)
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to (ker o(w))* is a bijection from (ker oy(w))t € R™ onto Imoy(w) C R,
where Im 0¢(w) denotes the image of o+ (w). Let us define the operator y;(w) :
R” — R™ as follows: y;(w) maps Im oy (w) onto (kero(w))* as the inverse
of o4(w); x¢(w) vanishes on (Imo;(w))~. Obviously, x = (xs;t > 0) is a
predictable R™*"-valued process. We have x:(w)ot(w) = @i (w).

Define the process Z as Z;(w!,w?) = w!(t) and the process M as

t
Mt:Zt—/ bSdS, tZO
0

Let us set . ,
Bt = / Xdes + djdeSa t> 0.
0 0
(We use here the vector form of notation.) For any i,5 = 1,...,n, we have
<FBH—/§:ﬁW%%ﬁ/Z%WWS
0 k=1 0

t ..
:/Xmgﬁﬁwﬁ+/k%www
0
t ..
=/X%@ww+/k%wwm
0
t
:A«%+%m¢+@wus
t
:/ §9ds = 69t, t>0.
0

By the multidimensional version of P. Lévy’s characterization theorem
(see [38, Ch. IV, Th. 3.6]), we deduce that B is a m-dimensional (G;)-
Brownian motion.

Set pi(w) = o¢(w)xe(w). Let us consider the process

t t t t
Nt:/ asst:/ stdes—l—/ o dWs = | psdM, t>0.
0 0 0 0

Then, for any i = 1,...,n, we have

t t
<N’>t=/ (psasp;‘)“dSZ/ (0sxs0s0EXc0%) ds
0 0

t t
= / (o507 ds = / alds = (M%), t>0.
0 0

(We have used the obvious equality osxs0s = 05.) Furthermore,

(1.14)
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¢ ¢
(N®, MY, :/ (psas)iids :/ (0sxs0s07) ds
0 0 (1.15)

¢ ¢
= / (os0%)ds = / alds = (M";, t>0.
0 0

Comparing (1.14) with (1.15), we deduce that (N — M%) = 0. Hence,
M = xzy + N. As a result, the pair (Z, B) is a solution of (1.1). a

In this monograph, we will investigate only weak solutions and uniqueness
in law for SDE (1). It will be more convenient for us to consider a solution
of (1) as a solution of the corresponding martingale problem rather than to
treat it in the sense of Definition 1.1. The reason is that in this case a solution
is a single object and not a pair of processes as in Definition 1.1. This approach
is justified by Theorem 1.27. Thus, from here on, we will always deal with
the following definition, which is a reformulation of Definition 1.26 for the
case of the SDEs having the form (1).

Definition 1.28. A solution of SDE (1) is a measure P on B(C(Ry)) such
that

(a) P{Xo = :L‘o} = 1;

(b) for any ¢t > 0,

¢
/ (|b(Xs)| + 0*(X,))ds < 0o P-aus.;
0
(c) the process
t
M, = X, —/ b(X,)ds, t>0 (1.16)
0

is a (Fi, P)-local martingale;
(d) the process

t
M? —/ o?(Xs)ds, t>0
0
is a (Fi, P)-local martingale.

Remark. If one accepts Definition 1.28, then the existence and uniqueness
of a solution are defined in an obvious way. It follows from Theorem 1.27
that the existence of a solution in the sense of Definition 1.28 is equivalent
to weak existence (Definition 1.1); the uniqueness of a solution in the sense
of Definition 1.28 is equivalent to uniqueness in law (Definition 1.3).

Definition 1.29. (i) A solution P of (1) is positive if P{Vt > 0, X; > 0} = 1.
(ii) A solution P of (1) is strictly positive if P{Vt > 0, X, > 0} = 1.
The negative and strictly negative solutions are defined in a similar way.
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1.5 Solutions up to a Random Time

There are several reasons why we consider solutions up to a random time.
First, a solution may explode. Second, a solution may not be extended after
it reaches some level. Third, we can guarantee in some cases that a solution
exists up to the first time it leaves some interval, but we cannot guarantee
the existence of a solution after that time (see Chapter 2).

In order to define a solution up to a random time, we replace the space
C(R.) of continuous functions by the space C(R, ) defined below. We need
this space to consider exploding solutions. Let 7 be an isolated point added
to the real line.

Definition 1.30. The space C(R ) consists of the functions f : R, — R U
{7} with the following property: there exists a time &(f) € [0, o0] such that
f is continuous on [0,£(f)) and f = 7 on [£(f),00). The time &(f) is called
the killing time of f.

Throughout this section, X = (X;; ¢ > 0) will denote the coordinate
process on C(R4), i.e.,

X;:C(Ry) dwr— w(t) e RU {7},
(F:) will denote the canonical filtration on C(R,), i.e., F; = o0(Xs; s < t),
and F will stand for the o-field \/t20 Fi=0(Xs; 8 >0).

Remark. There exists a metric on C(R.) with the following properties.
(a) It turns C(R;) into a Polish space.
(b) The convergence f, — f in this metric is equivalent to:

§(fn) —— &(F);
vt < &(f), Sup [fn(s) = f(s)| — O

(In particular, C(R) is a closed subspace in this metric.)
(c) The Borel o-field on C(R ) with respect to this metric coincides with
o(X; t > 0).

In what follows, we will need two different notions: a solution up to S and
a solution up to S—.

Definition 1.31. Let S be a stopping time on C(Ry). A solution of (1) up
to S (or a solution defined up to S) is a measure P on Fg such that

(a) P{Vt < S, Xy £ 7} =1,

(b) P{Xo ==0} =1;
(c) for any ¢t > 0,

/tAS(|b(XS) + UQ(XS))ds < oo P-as.
0
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(d) the process
tAS
M, = Xyns — / b(X,)ds, ¢>0 (1.17)
0

is a (Fi, P)-local martingale;
(e) the process

tAS
ME—/ o?(Xy)ds, t>0
0

is a (Fi, P)-local martingale.
In the following, we will often say that (P,.S) is a solution of (1).

Remarks. (i) The measure P is defined on Fg and not on F since otherwise
it would not be unique.

(ii) In the usual definition of a local martingale, the probability measure
is defined on F. Here P is defined on a smaller o-field Fg. However, in view
of the equality M® = M, the knowledge of P only on Fg is sufficient to
verify the inclusion M € M¢ (F;,P) that arises in (d). In other words, if

P and P’ are probability measures on F such that P|Fg = P'|Fg = P, then
M € Mfoc(}"t,ﬁ) if and only if M € Mfoc(}"t,ﬁ’) (so we can write simply
M e Mf, .(F:,P)). In order to prove this statement, note that the inclusion
M € M, (F;,P) means that there exists a sequence of stopping times (S,,)
such that

(a) Sn S SnJrl;

(b) S < S;

(c) forany t > 0, P{tAS, = tAS} — 1 (note that {t A S, =t A S} €Fs);

(

d) for any s <t, C € Fs, and n € N,
Es[(Mins, — Msns,)I(C)] = 0.
This expression makes sense since the random variable
(Mins, — Mgps, ) 1(C) = (Mins, — Mgps, ) I(C N {Sn > s})

is Fs-measurable.
Similarly, in order to verify conditions (a), (b), (c), and (e), it is sufficient
to know the values of P only on Fg.

Definition 1.32. (i) A solution (P, S) is positive if P{Vt < S, X; > 0} = 1.
(ii) A solution (P, S) is strictly positive if P{Vt < S, X, >0} = 1.
The negative and strictly negative solutions are defined in a similar way.

Recall that a function S : C(Ry) — [0, 00] is called a predictable stopping
time if there exists a sequence (Sy,) of (F;)-stopping times such that

(a) Sn S SnJrl;

(b) S, < S and S, < S on the set {S > 0};

(¢) lim, S, = S.

In the following, we will call (S,,) a predicting sequence for S.
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Definition 1.33. Let S be a predictable stopping time on C(R,) with a
predicting sequence (S,,). A solution of (1) up to S— (or a solution defined
up to S—) is a measure P on Fg_ such that, for any n € N, the restriction
of P to Fg, is a solution up to S,,.

In the following, we will often say that (P, S—) is a solution of (1).

Remarks. (i) Obviously, this definition does not depend on the choice of a
predicting sequence for S.

(ii) Definition 1.33 implies that P{V¢t < S, X, # 7} = 1.

(iii) When dealing with solutions up to S, one may use the space C'(R).
The space C(R. ) is essential only for solutions up to S—.

In this monograph, we will use the following terminology: a solution in
the sense of Definition 1.28 will be called a global solution, while a solution in
the sense of Definition 1.31 or Definition 1.33 will be called a local solution.
The next statement clarifies the relationship between these two notions.

Theorem 1.34. (i) Suppose that (P,S) is a solution of (1) in the sense
of Definition 1.31 and S = oo P-a.s. Then P admits a unique extension
P to F. Let Q be the measure on C(Ry) defined as the restriction of P to
{{ =0} =C(Ry). Then Q is a solution of (1) in the sense of Definition 1.28.

(i) Let Q be a solution of (1) in the sense of Definition 1.28. Let P be
the measure on C(Ry) defined as P(A) = Q(AN {¢ = x}). Then (P,00) is
a solution of (1) in the sense of Definition 1.31.

Proof. (i) The existence and the uniqueness of P follow from Lemma B.5.
The latter part of (i) as well as statement (ii) are obvious. a
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